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The paper investigates the viability of using moving mesh methods to simulate
travelling wave solutions of Fisher’s equation. Results are presented that illustrate
the weaknesses in moving mesh methods based on equidistribution of some popular
monitor functions. It is shown that knowledge of the differential equation and the
travelling wave solution may be used to construct a monitor function that yields
accurate results with suitably chosen moving mesh methods. A comparison is made
between a moving mesh partial differential equation and a moving mesh differential-
algebraic equation for the evolution in time.c© 1998 Academic Press

1. INTRODUCTION

1.1. Fisher’s Equation

R. A. Fisher [7] introduced a nonlinear parabolic partial differential equation on an
infinite spatial domain to model the simultaneous growth and spread of a dominant gene.
This equation—now popularly known as Fisher’s equation—may be written for one space
dimension as

∂u

∂t
= ∂2u

∂x2
+ u(1 − u), x ∈ (−∞, ∞), t > 0, (1.1)

lim
x→−∞ u(x, t) = 1, lim

x→∞ u(x, t) = 0, (1.2)

u(x, 0) = u0(x), x ∈ (−∞, ∞). (1.3)

If u0(x) ∈ [0, 1] onR it has been shown by Kolmogorovet al.[17] that for everyc≥ 2 there
exists a travelling wave solution to (1.1)–(1.3) of wave speedc; that is, a solution of the
form u(x, t) = Vc(x − ct) for some functionVc of the scalar variableξ = x − ct. Each of
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these solutions satisfiesVc(ξ) ∈ [0, 1] for all ξ , and no such solutions exist forc∈ [0, 2). If
u0(x) is a positive function that satisfies the boundary conditions (1.2) onR, and if

u0(x) ∼ e−βx asx → ∞, (1.4)

then, ast → ∞, u will evolve to a travelling wave with speedc(β) [11], where

c(β) =
{

β + 1
β
, β ≤ 1,

2, β ≥ 1.
(1.5)

The propagation speed of the wave has the minimum valuec= 2 only if the initial
distribution amplitude falls off sufficiently rapidly withx as x → ∞; otherwise a speed
higher than the minimum can be maintained indefinitely. Note that the speed of the wave is
determined by the behaviour of the initial data asx → ∞.

The computational representation of the evolving travelling wave solution to (1.1)–(1.3)
is a challenging numerical problem. Numerical schemes may lead to erroneous results if
they do not explicitly take into account the delicate solution dependence on the initial
distribution behaviour at infinity. To perform a computational solution to (1.1)–(1.3) it is
normal to replace the pure Cauchy problem by an initial and boundary value problem on the
finite spatial domain [xL , xR], with approximate boundary conditions imposed atx = xL

andx = xR. Gazdag and Canosa [8] have produced a numerical solution of (1.1)–(1.3) on
a finite domain and they have demonstrated that if boundary conditions of the form (1.2)
are imposed atx = xL andx = xR, the solution evolves towards the travelling wave with
minimum speedc= 2. They have shown that if the initial condition in [xL , xR] is given
by a travelling wave profile of speed greater thanc= 2, the time required to evolve to the
minimum wave speed profile is related to the right-hand cutoff pointx = xR.

Hagstrom and Keller [11] have shown that travelling wave solutions with speeds greater
thanc= 2 can be accurately represented on a finite domain. The key to their success is the
choice of boundary conditions at the cutoff points, particularly atx = xR. An asymptotic
representation of the boundary condition is imposed atx = xR, and this condition takes
account of the initial data in the discarded regionx > xR. A similar approach is used
by Hagstrom and Keller [11] to construct an asymptotic boundary condition at left-hand
boundaryx = xL . It is shown, however, that the solution is much less sensitive to the
imposed condition atx = xL , and the authors obtain accurate results usingu(xL , t) = 1 and
ux(xL , t) = 0 for t ≥ 0. It is the initial data in the right tail that determines the wave speed,
and it is the right-hand boundary condition that is important. The conditionu(xR, t) = const
leads to good results when the speed of the coordinate system is the same as the speed of
the final travelling wave. This speed might not be known in a more complicated problem,
and solution in a fixed reference frame with the appropriate asymptotic condition atx = xR

is appropriate.
The stability of the travelling wave and the sensitivity of the solution to the boundary

condition ahead of the wave have been discussed by many authors (see, for example,
[3, 9–11, 16, 17]). It is readily shown that the equilibrium solutionsu ≡ 0 andu ≡ 1 of
Eq. (1.1) are unstable and stable, respectively, to small disturbances. It has been shown
(see, for example, [8–10]) that all travelling waves are stable to small perturbations of
compact support, but they are unstable to small perturbations of infinite support. We shall
comment further on the stability and sensitivity of the travelling wave in Section 4.
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1.2. Objectives

The first objective in this work is to investigate the viability of moving mesh finite
difference methods for the approximate solution of the challenging problem that is outlined
in the preceding section. The study was motivated by a comment in Li, Petzold, and Ren
[19] to the effect that moving mesh methods are not recommended for reaction–diffusion
problems in which the diffusion term is much smaller than the reaction term. They considered
a scaled Fisher’s equation in the form

∂u

∂t
= ∂2u

∂x2
+ ρu(1 − u), x ∈ (−∞, ∞), (1.6)

whereρ is a (large) positive constant. The initial and boundary conditions are those given
by (1.2)–(1.3). It is readily verified that (1.6) has a travelling wave solution satisfying
(1.2)–(1.3) of the form

u(x, t) =
(

1

1 + exp
(√

ρ

6 x − 5ρ

6 t
))2

, (1.7)

with wave speedc= 5
√

ρ/6. The minimum wave speed of (1.6) is, of course, 2
√

ρ, and
the work of Gazdag and Canosa [8] indicates that the numerical solution of (1.6) on a finite
domain, with initial condition given by (1.7), will evolve to the wave of minimum speed
unless great care is taken with the right-hand boundary condition. Liet al. [19] avoided
the boundary condition problem by solving on the domain [0, 1] with boundary conditions
given by the exact solution. They examined the effectiveness of moving mesh methods in
simulating the profile accurately and in capturing the correct wave speed. The poor results
obtained in the caseρ = 104 led them to conclude that moving mesh methods were not
recommended for this type of situation.

Our aim is to follow the approach of Liet al. [19] and to seek improved results using a
method based on equidistribution of a monitor function that is constructed from the features
of the solution being computed. In adaptive approximation methods it is essential that care
be taken in selecting the monitor function for the equidistribution process, as demonstrated
in the function approximation problem by Carey and Dinh [4]. We show initially that
moving mesh methods based on the familiar arc-length or curvature monitor functions
[1, 20, 23] yield inaccurate results. Good numerical solutions that are free of oscillation are
then produced using our specially constructed monitor function.

A second objective is to make a comparison between the moving mesh partial differential
equation (MMPDE) method proposed by Huang, Ren, and Russell [13] and the moving mesh
differential-algebraic equation (MMDAE) method proposed by Mulholland, Qiu, and Sloan
[20] for this difficult problem. It emerges that the computed solution is very sensitive to the
choice of relaxation parameter,τ , in the MMPDE approach. No such choice is necessary
with the MMDAE method. The DAE that is used is a stable, index 1 system [5, 20, 22]. The
index 1 property is established in the Appendix for a simple choice of monitor function in
the equidistribution process.

2. MOVING MESH METHODS

Moving mesh methods have been used widely during the last few years for solving time-
dependent partial differential equations (PDEs). Fairly robust methods have been presented
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for problems in one space dimension (see, for example, [6, 13, 20] and references therein),
and much is currently being done in developing methods for problems in two space di-
mensions [15]. These methods move the mesh points as time evolves, with the motion
designed to minimise some measure of the computational error. In this work we make use
of two moving mesh methods that adapt the mesh to the evolving computational solution
by equidistributing some function uniformly over the domain of the problem at specified
values of time.

To effect a numerical solution of Eq. (1.6), the equation is recast in terms of independent
variablesη andt , whereη is defined by a one-to-one coordinate transformation of the form

x = x(η, t). (2.1)

This map relates the evenly spaced nodes

ηi = −1 + 2i

N
, i = 0, 1, . . . , N, (2.2)

in [−1, 1] to the nodes{xi }N
i =0 in [xL , xR], where

xL = x0(t) < x1(t) < · · · < xN(t) = xR ∀t ≥ 0.

For moving mesh computations it is convenient to write the differential equation (1.6) in
the Lagrangian form [20]

u̇ − ẋ
∂u

∂x
= ∂2u

∂x2
+ ρu(1 − u), (2.3)

in which u̇ and ẋ denote derivatives withη held constant. We seek approximations to the
time-dependent vectors{xi }N

i =0 and{ui }N
i =0, wherexi = xi (t) = x(ηi , t) andui = u(xi , t).

A semi-discrete version of (2.3) is

u̇i − ẋi
ui +1− ui −1

xi +1− xi −1
= 2

xi +1− xi −1

(
ui +1− ui

xi +1− xi
− ui − ui −1

xi − xi −1

)
+ ρui (1 − ui ) (2.4)

for i = 1, 2, . . . , N − 1. As stated in the preceding section, the boundary conditions are
given by the exact solution (1.7) atx = xL andx = xR, and this provides the values ofu0

anduN .
To adapt the mesh to the solution we follow Huanget al.[13] in using the equidistribution

principle (EP)

∫ x(η,t)

xL

M(s, t) ds = η

∫ xR

xL

M(s, t) ds, (2.5)

whereM (>0) denotes the monitor function. Differentiation of (2.5) with respect toη gives
the differential form of the EP,

∂

∂η

(
M(x(η, t), t)

∂

∂η
x(η, t)

)
= 0, (2.6)
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and this has been used by Huanget al.[13] to derive a set of moving mesh PDEs (MMPDEs).
The member of this set that we make use of here is MMPDE6 which is thought to be the
most accurate of these [14],

∂2ẋ

∂η2
= −1

τ

∂

∂η

(
M

∂x

∂η

)
, (2.7)

in whichτ is a small positive time relaxation parameter in the range 0< τ ¿ 1. Using second-
order central differences on the grid (2.2) we obtain the semi-discrete mesh equations

ẋi −1 − 2ẋi + ẋi +1 = −1

τ
[M̃i +1/2(xi +1 − xi ) − M̃i −1/2(xi − xi −1)] (2.8)

for i = 1, 2, . . . , N − 1, with

x0(t) = xL and xN(t) = xR. (2.9)

In Eq. (2.8),M̃i +1/2 is a smoothed monitor function defined as in [13, 20] by

M̃
2
i +1/2 =

∑i +p
k=i −p M2

k+1/2

(
γ

γ+1

)|k−i |∑i +p
k=i −p

(
γ

γ+1

)|k−i | , (2.10)

whereMi +1/2 approximates the monitor function at1
2(xi + xi +1), γ is a positive real number,

andp is a nonnegative integer. In all computations presented in this work we used the fixed
valuesγ = 2 and p= 3. The moving mesh solution of (1.6) by means of MMPDE6 of
Huang, Ren, and Russell [13] is given by an approximate time integration of systems (2.4)
and (2.8) subject to boundary conditions (2.9), withu0 anduN given by the exact solution
(1.7) atx = xL andx = xR.

One of our objectives is to compare the effectiveness of MMPDE6 against that of the
moving mesh differential-algebraic equation (MMDAE) approach of Mulholland, Qiu, and
Sloan [20]. In the MMDAE method, system (2.8) is replaced by the algebraic equation

M̃i +1/2(xi +1 − xi ) − M̃i −1/2(xi − xi −1) = 0, i = 1, 2, . . . , N − 1. (2.11)

The MMDAE consists of systems (2.4) and (2.11), with boundary conditions as before. The
MMDAE imposes the approximate equidistribution condition (2.11) at each instant of time
in the time discretisation, whilst the MMPDE contains a parameterτ that represents the
time taken to reach equidistribution from some initial state.

The time integrations for MMPDE6 (systems (2.4) and (2.8)) and MMDAE (systems (2.4)
and (2.11)) were performed using the stiff ODE/DAE solver DASSL [21] withATOL=
10−6, RTOL= 10−6, and N = 50. DASSL is an ideal integrator for index 0 and index 1
ODE/DAE systems [2]. The initial values of{xi }N−1

i =1 were obtained by applying the equidis-
tribution condition (2.11) to the initial data function. Finally, in all of the computations we
setxL = −0.2 andxR = 0.8.
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3. NUMERICAL RESULTS

3.1. Arc-Length and Curvature Monitor Functions

The proper choice of monitor function for a specified problem is still an open question. An
analysis of the optimality of meshes and monitor functions for the function approximation
problem has been given by Carey and Dinh [4]. Much of the recent work on the solution
of PDEs using adaptive methods based on equidistribution have favoured the arc-length
monitor function (see, for example, [13, 14, 19, 20]). For this choice, the quantityM in
(2.5) takes the form

M(x, t) =
√

1 + α2(∂u/∂x)2, (3.1)

and the discrete approximationMi +1/2 that appears in (2.10) is

Mi + 1
2

=
√

1 + α2

(
ui +1 − ui

xi +1 − xi

)2

. (3.2)

The user-specified parameterα measures the extent to which the solution slope influences
mesh location. In the work presented hereα is given the value 2.

Figure 1 shows solutions of Fisher’s equation att = 5× 10−4, computed by means of
MMPDE6 and the arc-length monitor function. The objective here is to determine how
the choice of the parameterτ in (2.8) influences the quality of the generated mesh and,
consequently, the accuracy of the computed solution. The use of a nonzero value ofτ has
the effect of introducing temporal smoothing in the computed solution [13]. Figures 1a,
1b, and 1c show the computed mesh and solution given by the choicesτ = 10−3, 10−5, and
10−7, respectively. Note that atτ = 10−3 andτ = 10−5 the nodes are concentrated at the
tail of the travelling wave. For these values ofτ , nodal density is very low within the wave
and in the region of large curvature at the front of the wave, and, not surprisingly, there
is evidence of significant computational error at the wave front. The mesh improves asτ

diminishes, and atτ = 10−7 the nodal distribution appears to be much better. It is clear from
the displays in Fig. 1 that the computed mesh is sensitive to the choice ofτ in the moving
mesh PDE.

A further comment should be made on the user-specified parametersτ andα that appear
in Eqs. (2.7) and (3.1), respectively. As intimated immediately after the points of first
occurrence,τ is a time relaxation parameter andα measures the extent to which the solution
slope influences mesh location. The appropriate values of the parameters are related to the
scale of the problem. If the independent variablesx andt in Eq. (1.6) are re-scaled by means
of the transformation

t := ρ−1t, x := ρ−1/2x

the equation reduces to Eq. (1.1), and the appropriate values ofτ andα are altered accord-
ingly. For example, an expanded version of Fig. 1c is obtained if Eq. (1.1) is integrated
to t = 5 over the spatial domain−20< x < 80, with the arc-length monitor function in
MMPDE6. The values ofN, ATOL, and RTOL are identical to those used in produc-
ing Fig. 1c, butτ andα take the re-scaled values 10−3 (ρ × 10−7) and 200(ρ1/2 × 2),
respectively.

The objective in the numerical experiments that are illustrated in Fig. 2 is to determine
whether an accurate solution can be computed up tot = 2.5× 10−3 using MMPDE6 with
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FIG. 1. Numerical solutions of Fisher’s equation (1.6) att = 5× 10−4, computed by MMPDE6 and the arc-
length monitor function: (a) solution withτ = 10−3; (b) solution withτ = 10−5; (c) solution withτ = 10−7.
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FIG. 2. Numerical solutions of Fisher’s equation (1.6) att = 2.5× 10−3: (a) solution computed by MMPDE6
and arc-length monitor function withτ = 10−7; (b) by MMDAE and arc-length monitor function. The continuous
line gives the exact solution.

τ = 10−7 and an arc-length monitor function. Figure 2a shows that the computed solution
for the travelling wave is moving faster than the exact solution; the maximum pointwise
error is O(1) at the wave front. The experiment was repeated using MMDAE with arc-
length monitor function, and the results are displayed in Fig. 2b. Analogous results have
been presented by Liet al. [19], and the obvious conclusion is that moving mesh methods
based on the arc-length monitor function are not suitable for computational solution of
Fisher’s equation. It can be seen that the solutions given by MMDAE are similar, in terms
of accuracy, to those given by MMPDE6 withτ = 10−7. The proximity of the results given
by MMDAE and MMPDE6 withτ = 10−7 is anticipated. We shall see later, however, that
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MMPDE6 with τ = 10−7 produces a stiffer system than MMDAE, and this has associated
disadvantages in terms of execution time.

Another commonly used monitor function is one in which the first derivative in (3.1) is
replaced by the second derivative [1, 23]. This curvature monitor function is given by

M(x, t) =
(

1 + α2

(
∂2u

∂x2

)2
)1/4

, (3.3)

with

M4
i +1/2 = 1 + α2

[
1

xi +1 − xi

(
ui +2 − ui

xi +2 − xi
− ui +1 − ui −1

xi +1 − xi −1

)]2

. (3.4)

At nodes close toxL andxR the expression (3.4) has to be modified as has the smoothing
operation defined by (2.10). As in the case of arc-length, the parameterα is set to the value 2,
and it should be noted thatα will be related to the scale of the problem.

Figure 3 shows solutions of Fisher’s equation att = 5× 10−4, computed by means of
MMPDE6 with the curvature monitor function. Solutions given byτ = 10−3, 10−5, and 10−7

are displayed in Figs. 3a, 3b, and 3c, respectively. The results show the same weaknesses
that were discussed in relation to Fig. 1. The mesh improves asτ diminishes, with a good
nodal distribution atτ = 10−7 and overconcentration of nodes behind the wave at the larger
values ofτ . The computed mesh is sensitive to the choice ofτ .

Figure 4 shows the solution computed at the later time,t = 2.5× 10−3, by means of
MMPDE6 with the curvature monitor function andτ = 10−7. In this case the solution is
oscillatory at the front of the wave, and again it seems that the monitor function might not
be suitable. The MMDAE produces similar results.

3.2. Modified Monitor Function

As indicated by Hagstrom and Keller [11] and by Gazdag and Canosa [8], the numerical
difficulties that arise in the numerical simulation of the travelling wave for Fisher’s equation
have their source at the the front of the wave. Hagstrom and Keller [11] have shown that great
care is needed in formulation of boundary conditions atx = xR, and Gazdag and Canosa
[8] have shown that the computational solution is unstable to roundoff errors introduced
at the wave front. Canosa [3] has also shown that all travelling waves are stable to local
perturbations, but linearly unstable to perturbations of infinite extent. In Section 4 we use
an approach similar to that adopted by Canosa [3] to show that a central difference solution
on an even grid of spacingh is stable to local perturbations. Ifv j (t) denotes a perturbation
about the solutionw j (t), where the subscriptj indicates the locationxj = xL + jh, it may
be shown that the rate of decay of the perturbation is larger in regions wherew j ∼ 1 than it is
in regions where|w j | ¿ 1. This suggests that truncation errors introduced at the front of the
wave will be a stronger source of inaccuracy than analogous truncation errors introduced at
the rear of the wave. The implication of this in the present context is that a monitor function
should be designed to give a high nodal density and, therefore, high accuracy at the wave
front wherew j ∼ 0.

Our objectives in terms of monitor function design have led us to the choice

M(x, t) =
[

1 + α2(1 − u)2 + β2(a − u)2

(
∂2u

∂x2

)2
]1/2

, (3.5)
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FIG. 3. Numerical solutions of Fisher’s equation (1.6) att = 5× 10−4, computed by MMPDE6 and curvature
monitor function: (a) solution withτ = 10−3; (b) solution withτ = 10−5; (c) solution withτ = 10−7.
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FIG. 4. Numerical solution of Fisher’s equation (1.6) att = 2.5×10−3, computed by MMPDE6 and curvature
monitor function withτ = 10−7. The continuous line denotes the exact solution.

where,α, β, anda are user-specified parameters. In the computations that are presented
in this section we used the valuesα = 1.5, β = 0.1, anda = 1.015. The term(a − u)2 that
appears as a multiplying factor with the second spatial derivative takes values close to 1.0152

and 0.0152 at the front and at the rear of the wave, respectively. The choice of a value ofa
close to unity thus ensures that the high curvature region at the front of the wave is given
more weight than the corresponding region at the back of the wave. Similarly, the term
(1− u)2 is also designed to give greater weight at the wave front, and it follows thatM is
larger at the leading high curvature region than it is at the trailing high curvature region.
This has the effect of increasing the nodal density at the front relative to that at the back.
For this choice of monitor function the ideal values ofα andβ will depend on the scale of
the problem.

Figure 5 shows solutions of Fisher’s equation at several values oft , computed by means
of MMDAE and the monitor function (3.5). Note the high nodal density at the wave front
and the high accuracy up to timet = 2.5× 10−3. At this time the maximum pointwise error
is 9.25× 10−3, whereas the corresponding error using the arc-length monitor function is
O(1).

The objective in the numerical experiments that are illustrated in Fig. 6 is to determine
the influence of the choice ofτ on the accuracy achieved by MMPDE6. The displays in
Figs. 6a, 6b, and 6c show the solutions produced by MMPDE6 and monitor function (3.5)
with τ = 10−3, 10−5, and 10−7, respectively. Withτ = 10−3 andτ = 10−5 the region of high
nodal density moves at a speed that is lower than the travelling wave speed andO(1) errors
are produced at the wave front. The situation is improved when the relaxation parameter,τ ,
is reduced to 10−7, but theL∞ error att = 2.5× 10−3 is 4.29× 10−2, which is larger than
that given by the MMDAE. Atτ = 10−7, the error in the solution computed att = 2.5×10−3

is not reduced ifN is increased beyond the valueN = 50. However, a reduction in the value
of τ at N = 50 gives a reduction in theL∞ error. Numerical experiments that are described
by the authors in [22] demonstrate that MMPDE6 withτ = 10−7 will be a much stiffer
system than MMDAE. The execution time for MMDAE is approximately 86% of that for
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FIG. 5. Numerical solutions of Fisher’s equation (1.6) at timest = 5× 10−4, t = 1× 10−3, t = 1.5× 10−3,

t = 2× 10−3, andt = 2.5× 10−3, computed by MMDAE and the modified monitor function (3.5). The continuous
lines represent the exact solutions at the corresponding times.

MMPDE6 in computing the results att = 2.5× 10−3 that are displayed in Fig. 5 and Fig. 6c.
The comparison of execution times would be even more favourable to MMDAE if we had
integrated MMDAE to give anL∞ error of 4.29× 10−2 at t = 2.5× 10−3.

Figure 7 gives the numerical solutions of Fisher’s equation at the same values oft as
those in Fig. 5, computed by the method of lines on an evenly spaced grid withN = 50.
The time integration was also performed using DASSL [21] with the same values ofATOL
andRTOLas those used in MMDAE and MMPDE. It shows that the maximum pointwise
error isO(1). With the even grid, it is necessary to increaseN to 300 to obtain an accuracy
at t = 2.5 × 10−3 that is comparable with that of the MMDAE withN = 50. TheL∞ error
given by the method of lines att = 2.5 × 10−3 is 9.34× 10−3 with N = 300, and the CPU
time is double that of the MMDAE withN = 50.

4. STABILITY OF COMPUTED SOLUTION OF (1.6)

The travelling wave with speedc is a solution of the formu(x, t) = V(x − ct), for some
function V of the scalar variableξ = x − ct. It is readily seen thatV is a solution of the
boundary value problem

d2V

dξ2
+ c

dV

dξ
+ ρV(1 − V) = 0, (4.1)

lim
ξ→−∞

V(ξ) = 1, lim
ξ→∞

V(ξ) = 0. (4.2)

To examine the stability of the travelling wave solution we return to Eq. (1.6) and write this
equation in a reference frame that is moving in the positivex direction with speedc. The
transformation is effected by casting the equation in terms of independent variables (ξ, t),
whereξ = x − ct. If u(x, t) ≡ v(ξ, t) thenv satisfies the equation

∂v

∂t
= ∂2v

∂ξ2
+ c

∂v

∂ξ
+ ρv(1 − v), (4.3)
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FIG. 6. Numerical solutions of Fisher’s equation (1.6) at timest = 5× 10−4, t = 1× 10−3, t = 1.5 × 10−3,

t = 2× 10−3 and t = 2.5× 10−3, computed by MMPDE6 and the modified monitor function (3.5): (a) solution
with τ = 10−3; (b) solution withτ = 10−5; (c) solution withτ = 10−7.
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FIG. 7. Numerical solutions of Fisher’s equation (1.6) at timest = 5× 10−4, t = 1× 10−3, t = 1.5× 10−3,

t = 2 × 10−3, andt = 2.5 × 10−3, computed by the method of lines on an even mesh withN = 50.

with boundary conditions similar to (4.2). A comparison of (4.1) and (4.3) shows that the
travelling wave is a steady-state solution of (4.3).

To perform a linear stability analysis we write

v(ξ, t) = V(ξ) + η(ξ, t), (4.4)

where squares ofη are sufficiently small to be ignored. The linearisation aboutV shows
thatη satisfies

∂η

∂t
= ∂2η

∂ξ2
+ c

∂η

∂ξ
+ ρ(1 − 2V)η, (4.5)

and, since we are interested in local perturbations, we impose the boundary conditions

η(±L , t) = 0. (4.6)

Here we have usedxR = −xL = L for convenience. Equation (4.5) is converted to self-
adjoint form [3] by means of the transformationη(ξ, t) = exp(−cξ/2) f (ξ, t), and f is a
solution of

∂ f

∂t
= ∂2 f

∂ξ2
+

(
−c2

4
+ ρ − 2ρV

)
f (4.7)

satisfying boundary conditions (4.6). Note that asξ → ∞, η must decay to zero at least as
O(e−cξ ), so f = ecξ/2η will decay exponentially as|ξ | → ∞.

A phase plane analysis of (4.1) and (4.2) shows that there is a unique travelling wave
solution for each value ofc satisfyingc≥ 2

√
ρ [10]. Furthermore, the wave profile is given

by the solution on the trajectory that connects the saddle point atV = 1, dV/dξ = 0 with
the stable node atV = 0, dV/dξ = 0. The travelling waves are identical to travelling wave
solutions of the Korteweg–de Vries–Burgers (KdVB) equation when dissipation dominates
dispersion. The KdVB equation is Burgers’ equation with a dispersive term added in the
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form of a third-order spatial derivative; it is found useful, for example, in describing plasma
shocks [3, 16].

Noting thatc≥ 2
√

ρ we write (4.7) as

∂ f

∂t
= ∂2 f

∂ξ2
+ ρ(1 − s2 − 2V) f, (4.8)

were s≥ 1. To examine the stability of a numerical solution we consider an even grid
with nodes{ξ j }N+1

j =0 , whereξ j = −L + jh andh = 2L/(N + 1). If f j (= f j (t)) denotes the
approximation at(ξ j , t) the set of semi-discrete equations is

h2 ḟ j = f j −1 − [
2 − ρh2

(
1 − s2 − 2Vj

)]
f j + f j +1, j = 1, 2, . . . N, (4.9)

with

f0 = fN+1 = 0. (4.10)

In the analysis we use a simplified model in whichVj is given by the exact solution
(see (1.7)):

Vj =
[
1 + exp

(√
ρ

6
ξ j

)]−2

. (4.11)

System (4.9)–(4.10) may be written in matrix form as

ḟ = Af, (4.12)

wheref = [ f1, f2, . . . , fN ]T and

A = 1

h2
tridiag{1, −(2 + qj ), 1}, (4.13)

with

qj = ρh2
(
s2 + 2Vj − 1

)
. (4.14)

SinceVj ∈ (0, 1) ands2 ≥ 1 it follows from Gerschgorin’s theorem that the eigenvalues of
the symmetric matrixA are all real and negative. Hence‖f‖ decays exponentially with time
and the system is linearly stable to local disturbances.

Table I shows the eigenvalues,{λk}N
k=1, of A corresponding toN = 9, 19, and 29. In the

calculation we have used the valuesρ = 104, L = 1
2, ands= 5/2

√
6 that correspond to the

travelling wave (1.7). The eigenvalues are ordered such that

λN < λN−1 < · · · < λ1 < 0. (4.15)

TABLE I

Eigenvalues of Matrix A in (4.12) with ρ = 104, s= 5/2
√

6, andL = 1
2

N λN λN−1 λN−2 · · · λ3 λ2 λ1

9 −2.08× 104 −2.06× 104 −2.05× 104 · · · −6.80× 102 −5.56× 102 −4.55× 102

19 −2.20× 104 −2.18× 104 −2.15× 104 · · · −7.71× 102 −5.82× 102 −4.59× 102

29 −2.40× 104 −2.38× 104 −2.35× 104 · · · −7.89× 102 −5.86× 102 −4.60× 102
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If Ax(k) = λkx(k), k = 1, 2, . . . , N, then the solution of (4.12) is

f(t) =
N∑

k=1

ckx(k)eλkt , (4.16)

where{ck}N
k=1 are given by the initial conditions onf.

With an initial perturbationε confined to nodex1, we may writef1(0) = ε and f j (0) = 0
for j 6= 1. The solution (4.16) takes the form

f(t) = ε

N∑
k=1

x(k)
1 x(k)eλkt , (4.17)

wherex(k) = [x(k)
1 , x(k)

2 , . . . , x(k)
N ]T and‖x(k)‖2 = 1. The computed results show thatx(k)

1 ∼ 0
for all k exceptk = N, N−1, . . . , N−n, wheren ∼ O(N/3). It follows that the perturbation
at x1 yields a solution that is a sum over then + 1 most rapidly decaying exponentials in
(4.16). Similarly, a perturbation atxN yields a solution that is a sum over then + 1 most
slowly decaying exponentials in (4.16). The rate of decay of a perturbation on nodal values
at the back of the wave is thus greater than that for a perturbation on nodal values at the front
of the wave. Table I shows that forρ = 104, the fastest and slowest decaying modes have
decay rates of order exp(−2.4× 104t) and exp(−4.6× 102t), respectively. This seems to
suggest that disturbances nearx1 or nearxN will decay with extreme rapidity. However, the
time scale of a typical numerical experiment ist = 2.5× 10−3, and the decay factors over
this time scale nearx1 andxN are, respectively, exp(−60) and exp(−1.15). It follows that
perturbations at the rear of the wave are insignificant, relative to analogous perturbations at
the wave front.

The eigenvalue computations described above were also performed using a discretisation
of (4.8) on a grid that was generated adaptively. The grid was formed by adapting to the
exact solutionV(ξ) of (4.1) and (4.2) by equidistribution of the monitor function (3.5). The
adaptive computation yields the same qualitative effects as the uniform grid computation.
The convergence ofλ1 to the value−460 (see Table I) is faster in the adaptive case. Also, the
value of the ratioλN/λ1 for a particular value ofN in the uniform grid case is attained at a
much lower value ofN in the adaptive case. For example, the value ofλN/λ1 in the uniform
grid case withN = 299 is comparable with the value in the adaptive grid case withN = 49.

It is of interest to note how the stability on the finite domain differs from that on the
infinite domain. Note, initially, thatdV/dξ ≡ Vξ is a solution of

LVξ = 0, (4.18)

whereL denotes the linear differential operator given by the right-hand side of (4.5).
Furthermore,Vξ decays exponentially to zero as|ξ | → ∞ and it follows thatL has a zero
eigenvalue for the pure Cauchy problem. A perturbation,εVξ , that is a multiple ofVξ will
therefore continue to exist with no decay or growth, and since

V(ξ + ε) = V(ξ) + εVξ (ξ) + O(ε2), (4.19)

it follows that small perturbations of this type may only result in a phase shift of the original
travelling wave. The finite domain problem does not exhibit this property sinceVξ 6= 0
at ξ = ±L, but numerical approximations over a large finite domain may be expected to
have a tendency to suffer phase errors that arise from perturbations which have a nonzero
projection in the space spanned by the discretised representation ofVξ .
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To support this expectation, one should note that ifLh denotes the second-order central
difference approximation toL and if (Vξ )h denotes the vector{dV/dξ(ξ j )}N+1

j =0 , then the
residualLh(Vξ )h is O(h2) ash → 0 for a fixed value ofL. For sufficiently smallh, and
sufficiently largeL, (Vξ )h is a close approximation to an eigenvector ofLh corresponding
to the nearly zero eigenvalue. The tendency ofLh(Vξ )h to zero ash → 0 is readily verified
numerically.

The eigenvalues ofLh were computed at several values ofN with ρ = 1 andL = 25, and it
was noted that the eigenvalues are all real and negative ifN is sufficiently large. The negative
eigenvalue of smallest modulus,µ, is O(h2) ash → 0. For example, atN = 159, N = 319,
andN = 639, the values ofµ are−0.0086,−0.0016, and−0.0004, respectively. To confirm
the behaviour of the least negative eigenvalue as the discretisation is refined, the operator
L was discretised using a pseudospectral method with nodes at scaled Chebyshev–Gauss–
Lobatto pointsξ j = −L cos(π j/N), j = 0, 1, . . . , N; atN = 70 we obtain a zero eigenvalue
to four decimal digits. Finally, reverting to second-order central differences, the eigenvecter
associated withµ at N = 159 is shown in Fig. 8a, and the vecter(Vξ )h is shown in Fig. 8b.

FIG. 8. Tendency of(Vξ )h to an eigenvector ofLh corresponding to the eigenvalueµ, with ρ = 1, L = 25,
andN = 159: (a) shows the eigenvector and (b) shows(Vξ )h.
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Note that(Vξ )h is approximated by a suitably scaled version of the eigenvector. This confirms
that(Vξ )h is a close approximation to an eigenvector ofLh corresponding to the nearly zero
eigenvalue.

5. CONCLUDING REMARKS

We have shown that moving mesh methods based on equidistribution of arc-length or
curvature are not suitable for simulating the travelling wave solution of Fisher’s equation
over a reasonably large time interval. It has also been shown that moving mesh methods
produce much better results if the monitor function is chosen to suit the properties of the
differential equation and of the solution that is being computed. The preceding section
has indicated,inter alia, that the solution is more sensitive to errors at the wave front
than to errors at the back of the wave, and these properties give guidance on the nodal
distributions that might be required. Even when the monitor function is constructed with
care, the computed solution may be highly inaccurate if the selected moving mesh method is
inappropriate. We have shown that a MMPDE that contains a temporal smoothing parameter
may be unsuitable if the parameter value is not consistent with the solution being computed.
The MMDAE—which attempts to impose equidistribution at each time step—offers a more
reliable approach for this strong reaction problem.

The experiments described here indicate that more needs to be done on the formulation
and analysis of moving mesh methods for reaction diffusion equations. The combination
of moving mesh methods and the boundary conditions of Hagstrom and Keller [11] should
be investigated. Here we have used central differences to approximateux in the convection
termẋux. In situations like those arising in Fisher’s equation, where the mesh speed is large
near the wave, greater care may be needed in approximating this term. Li and Petzold [18]
have suggested that high order upwind approximations should be used to approximate this
term.

APPENDIX

Here we consider the index of the differential-algebraic system defined by Eqs. (2.4) and
(2.11). To simplify the presentation we select the monitor function (3.2), withα = 1 and
with smoothing omitted. Under these conditions, Eq. (2.11) assumes the simple form

(xi +1−xi )
2+(ui +1−ui )

2−(xi −xi −1)
2−(ui −ui −1)

2 = 0, i = 1, 2, . . . , N−1. (6.1)

The DAE defined by (2.4) and (6.1) is conveniently written as

u̇ − Gẋ = F, (6.2)

0 = H, (6.3)

whereHi denotes the left-hand side of Eq. (6.1). One differentiation of (6.3) with respect
to t leads to the system

(Hx + HuG)ẋ = −HuF. (6.4)

If Hx + HuG is nonsingular near a solution trajectory then (6.4) gives an explicit expres-
sion for ẋ, andu̇ may then be obtained explicitly from (6.2). It follows that the DAE is an
index 1 system if and only ifHx + HuG is nonsingular (see [2, 12]).
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From (6.1) we obtain

∂ Hi /∂xi −1 = 2(xi − xi −1) = 2αi −1, say,

∂ Hi /∂xi = −2(xi +1 − xi −1) = −2(αi −1 + αi ),

∂ Hi /∂xi +1 = 2(xi +1 − xi ) = 2αi ,

∂ Hi /∂ui −1 = 2(ui − ui −1) = 2βi −1, say,

∂ Hi /∂ui = −2(ui +1 − ui −1) = −2(βi −1 + βi ),

∂ Hi /∂ui +1 = 2(ui +1 − ui ) = 2βi .

(6.5)

If {xi }N
i =0 is a strictly monotonic increasing sequence thenHx is diagonally dominant and

therefore nonsingular.
Also, G = diag(G1, G2, . . . , GN−1), where

Gi = ui +1 − ui −1

xi +1 − xi −1
= βi −1 + βi

αi −1 + αi
. (6.6)

SinceHx andHu are symmetric, it follows thatHx + HuG is nonsingular if and only if
(Hx + HuG)T = Hx + GHu is nonsingular. It is readily seen that

[GHu] i, j =


−2(βi −1 + βi )

2/(αi −1 + αi ), j = i,

2βi −1(βi −1 + βi )/(αi −1 + αi ), j = i − 1,

2βi (βi −1 + βi )/(αi −1 + αi ), j = i + 1,

0, |i − j | > 1.

(6.7)

From (6.5) and (6.7) we obtain

[Hx + GHu] i, j =


−2(αi −1 + αi ) − 2(βi −1 + βi )

2/(αi −1 + αi ), j = i,

2αi −1 + 2βi −1(βi −1 + βi )/(αi −1 + αi ), j = i − 1,

2αi + 2βi (βi −1 + βi )/(αi −1 + αi ), j = i + 1,

0, |i − j | > 1.

(6.8)

If R := S(Hx + GHu), where

S = 1

2
diag(α0 + α1, α1 + α2, . . . , αN−2 + αN−1),

thenS is nonsingular, provided{xi }N
i =0 is a strictly monotonic increasing sequence. Under

this assumption, it is sufficient to show thatR is nonsingular. The elements in rowi of R
are given by

[R] i,i = −(xi +1 − xi −1)
2 − (ui +1 − ui −1)

2, (6.9)

[R] i,i −1 = (xi − xi −1)(xi +1 − xi −1) + (ui − ui −1)(ui +1 − ui −1), (6.10)

[R] i,i +1 = (xi +1 − xi )(xi +1 − xi −1) + (ui +1 − ui )(ui +1 − ui −1). (6.11)

It is convenient to define [R] i,i , [R] i,i −1 and [R] i,i +1 by (6.9)–(6.11) for alli = 1, 2, . . . ,

N − 1. We now show thatR is diagonally dominant. Four cases are considered:
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(a) Ri,i −1 ≥ 0 andRi,i +1 ≥ 0 for anyi = 1, 2, . . . , N − 1. For this value ofi , |Ri,i | =
Ri,i −1 + Ri,i +1.

(b) Ri,i −1 < 0 andRi,i +1 < 0 for anyi = 1, 2, . . . , N − 1. Here,

|Ri,i −1| + |Ri,i +1| = −(xi +1 − xi −1)
2 − (ui +1 − ui −1)

2 < 0, (6.12)

which is a contradiction, so this case does not arise.
(c) Ri,i −1 < 0 andRi,i +1 ≥ 0 for anyi = 1, 2, . . . , N − 1. In this case,

|Ri,i −1| + Ri,i +1 = −(xi − xi −1)(xi +1 − xi −1) − (ui − ui −1)(ui +1 − ui −1)

+ (xi +1 − xi )(xi +1 − xi −1) + (ui +1 − ui )(ui +1 − ui −1)

= −(xi − xi −1)
2 − (ui − ui −1)

2 + (xi +1 − xi )
2 + (ui +1 − ui )

2

= 0, using(6.3).

(d) Ri,i −1 ≥ 0 and Ri,i +1 < 0 for any i = 1, 2, . . . , N − 1. This case is analogous to
case (c).

It follows from (a)–(d) that

|Ri,i | ≥ |Ri,i −1| + |Ri,i +1| for all i = 1, 2, . . . , N − 1, (6.13)

and this establishes thatR = S(Hx + GHu) is diagonally dominant and, thus, nonsingular.
Hence,Hx + HuG is nonsingular, and the DAE (6.2)–(6.3) is an index 1 system.
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